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Context: Kubernetes has emerged as the de-facto tool for automated container orchestration. Business
and government organizations are increasingly adopting kubernetes for automated software deployments.
Kubernetes is being used to provision applications in a wide range of domains, such as time series forecasting,
edge computing, and high performance computing. Due to such a pervasive presence, Kubernetes-related
security misconfigurations can cause large-scale security breaches. Thus, a systematic analysis of security
misconfigurations in Kubernetes manifests, i.e., configuration files used for Kubernetes, can help practitioners
secure their Kubernetes clusters.

Objective: The goal of this paper is to help practitioners secure their Kubernetes clusters by identifying security

misconfigurations that occur in Kubernetes manifests.

Methodology: We conduct an empirical study with 2,039 Kubernetes manifests mined from 92 open-source
software repositories to systematically characterize security misconfigurations in Kubernetes manifests. We
also construct a static analysis tool called Security Linter for Kubernetes Manifests (SLI-KUBE) to quantify the
frequency of the identified security misconfigurations.

Results: In all, we identify 11 categories of security misconfigurations, such as absent resource limit, absent
securityContext, and activation of hostIPC. Specifically, we identify 1,051 security misconfigurations in
2,039 manifests. We also observe the identified security misconfigurations affect entities that perform mesh-
related load balancing, as well as provision pods and stateful applications. Furthermore, practitioners agreed
to fix 60% of 10 misconfigurations reported by us.

Conclusion: Our empirical study shows Kubernetes manifests to include security misconfigurations, which
necessitates security-focused code reviews and application of static analysis when Kubernetes manifests are
developed.

CCS Concepts: • Security and privacy → Software security engineering.

Additional Key Words and Phrases: configuration, container orchestration, devops, devsecops, empirical study,
kubernetes, misconfiguration, security

1 INTRODUCTION

Container technologies, such as Docker and LXC are gaining popularity amongst information
technology (IT) organizations for deploying software applications. For example, PayPal uses 200,000
containers to manage 700 software applications [60]. For managing these containers at scale, prac-
titioners often use automated container orchestration, i.e, the practice of pragmatically managing
the lifecycle of containers with tools, such as Kubernetes [59].

Authors’ addresses: Akond Rahman, Auburn University, Auburn, AL, USA, akond@auburn.edu; Shazibul Islam Shamim,
Auburn University, Auburn, AL, USA, mzs0283@auburn.edu; Dibyendu Brinto Bose, Virginia Tech, Blacksburg, VA, USA,
brintodibyendu@vt.edu; Rahul Pandita, Github, Denver, CO, USA, rahulpandita@github.com.
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1 securityContext:
2 capabilities:
3 drop:
4 - ALL
5 runAsUser: 101
6 allowPrivilegeEscalation: true
7 ...

privileged security context

1

a

1 rabbitmq:
2 username: user
3 ## RabbitMQ application password
4 password: pFXfkH5cKA
5 ...
6 ## Value for the RABBITMQ_LOGS environment variable
7 ##
8 logs: '-'

Hard-coded user name

Hard-coded password

1

b

Fig. 1. Anecdotal evidence of security misconfigurations in Kubernetes manifests. Figure 1a shows an example

of a security misconfiguration related to privilege escalation in a Kind manifest [59]. Figure 1b shows an

example of a hard-coded username and password in a Helm manifest [13].

Since its inception in 2014, Kubernetes has established itself as the de-facto tool for automated
container orchestration [9, 87]. According to Stackrox survey [97], 91% of the surveyed 500 practi-
tioners use Kubernetes for container orchestration. As of Sep 2020, Kubernetes has a market share
of 77% amongst all container orchestration tools [99]. Organizations, such as Adidas, Twitter, IBM,
U.S. Department of Defense (DOD), and Spotify are currently using Kubernetes for automated
container orchestration. Use of Kubernetes has resulted in benefits, e.g., using Kubernetes the U.S.
DoD decreased their release time from 3∼8 months to 1 week [19]. In the case of Adidas, the load
time for their e-commerce website was reduced by half, and the release frequency increased from
once every 4∼6 weeks to 3∼4 times a day [49].

Kubernetes-based container orchestration, similar to every other configurable software, is suscep-
tible to security misconfigurations. However, due to the pervasive nature of Kubernetes-based
container orchestration, such misconfigurations can have severe security implications. According
to the 2021 ‘State of Kubernetes Security Report’, 94% of 500 practitioners experienced at least one
Kubernetes-related security incident, majority of which can be attributed to security misconfig-
urations [87]. The survey also states Kubernetes-related misconfigurations to “pose the greatest
security concern” for Kubernetes-based container orchestration [87]. Anecdotal evidence attests to
such perceptions: for example, a Kubernetes-related security misconfiguration resulted in a data
breach that affected 106 million users of Capital One, a U.S.-based credit card company [44, 100].

Additionally, we observe anecdotal evidence in open-source software (OSS) repositories that provide
clues on what categories of security misconfigurations can occur for Kubernetes. In Figure 1 we
present two code snippets related to Kubernetes manifests, and mined fromOSS repositories [25, 98].
In Figure 1a we observe a misconfiguration, where allowPrivilegeEscalation is enabled with
allowPrivilegeEscalation:true. Enabling allowPrivilegeEscalation allows a child process
of a container to gain more privileges than its parent process, which malicious users can leverage
to gain unauthorized access to the Kubernetes cluster [55]. In Figure 1b, we observe a hard-coded
username and password specified in a Kubernetes manifest.

All of the above-mentioned evidence emphasizes the need of inspecting and mitigating security
misconfigurations for Kubernetes manifests, i.e., files used to specify configurations for Kubernetes-
based orchestration [59]. However, practitioners often lack knowledge needed to mitigate security
misconfigurations [15, 55]. A systematic characterization of security misconfigurations can be
helpful to gain an understanding of security misconfigurations that appear for Kubernetes. Such
characterization is potentially useful to practitioners who can leverage the identified misconfigura-
tion categories for security-focused code review, and apply automated tools to detect and mitigate
security misconfigurations that occur for Kubernetes.
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The goal of this paper is to help practitioners secure their Kubernetes clusters by identifying security

misconfigurations that occur in Kubernetes manifests.

Accordingly, we answer the following research questions:

• RQ1:What categories of security misconfigurations occur in Kubernetes manifests?

• RQ2: How frequently do security misconfigurations occur in Kubernetes manifests?

• RQ3:What categories of Kubernetes objects are affected by security misconfigurations?

• RQ4: How do practitioners perceive the identified security misconfigurations in Kuber-
netes manifests?

We conduct an empirical study with 2,039 Kubernetes manifests mined from 92 OSS repositories
to quantify the frequency of security misconfigurations in OSS Kubernetes manifests. As part of
our empirical study we build a security static analysis tool called Security Linter for Kubernetes
Manifests (SLI-KUBE). With a qualitative analysis technique called open coding [89], we categorize
Kubernetes objects that are affected by security misconfigurations. Further, we submit 133 bug
reports to identify practitioners perceptions for the identified security misconfigurations. An
overview of our methodology is presented in Figure 2. Source code and datasets used in the paper
is available online [80]. SLI-KUBE is also available online [4].

Contributions: We list our contributions as follows:

• A list of security misconfigurations that occur in OSS Kubernetes manifests;

• An empirical evaluation of how frequently security misconfigurations occur in OSS Kubernetes
manifests;

• A list of Kubernetes object categories that are affected by security misconfigurations;

• An evaluation of how practitioners perceive the identified security misconfigurations in Kuber-
netes manifests; and

• SLI-KUBE: A security static analysis tool to quantify the frequency of identified security miscon-
figurations.

We organize the rest of the paper as follows: in Section 2 we describe the identified security
misconfigurations. In Section 3 we provide the methodology to answer RQ2, RQ3, and RQ4. The
answers for RQ2, RQ3, and RQ4 are presented in Section 4. The discussion of our empirical study,
related work, and limitations of our paper is respectively, provided in Sections 5, 6, and 7. We
conclude our paper in Section 8.

2 CATEGORIES OF SECURITY MISCONFIGURATIONS

In this section we address RQ1:What categories of security misconfigurations occur in Kubernetes

manifests? We first provide the necessary background on Kubernetes manifests in Section 2.1. Next,
we describe the methodology to identify security misconfigurations in Section 2.2. Finally, we
describe the identified security misconfigurations in Section 2.3.

2.1 Background

Kubernetes is a tool to programmatically manage containers at scale [59]. A Kubernetes installation
is colloquially referred to as a Kubernetes cluster [59]. Kubernetes is installed on a physical or
virtual machine called the ‘host’, which runs the Kubernetes API server [59]. The Kubernetes API
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Dataset from 
Bose et al.

RQ1: Security 
Misconfiguration
Categories

RQ2: Frequency
Analysis of
Security 
Misconfigurations

RQ3: Object
Categorization

RQ4: Practitioner
Perception

Open Coding Static Analysis Open Coding of A
ffe

cte
d Objects

Bug Report Submission

Fig. 2. An overview of our methodology.

server receives and processes HTTP-based API requests. Kubernetes uses a state-based approach
where it first queries if the necessary container configurations are consistent with the configurations
presented in Kubernetes manifests. If not, with ‘kubectl’ Kubernetes changes the configurations of
containers by applying all the configurations specified in the Kubernetes manifests. A pod is the
smallest deployable unit of computing that is created and managed by Kubernetes for container
orchestration. A pod logically groups one or multiple containers with shared storage and network
resources. For each pod, there exists a specification that applies for all containers grouped by the
pod [59]. Specifications for pods can be specified with Kubernetes manifests, i.e., configuration
files written in YAML format. For representing the states of orchestrated containers, Kubernetes
uses objects. Objects are persistent entities, which allows Kubernetes to know what desired state of
orchestration needs to be achieved. Similar to pods, configurations of objects can also be specified
with Kubernetes manifests that are written in YAML format. For our empirical study, a Kubernetes
manifest can belong to any of the following sub-categories: Kind and Helm. Throughout the paper
a Kubernetes manifest corresponds to either a Kind manifest or a Helm chart.

Kind Manifest: Kind manifests are used to specify configurations for objects. Kind manifests
are executed with Kubernetes-provided utilities, such as kubectl. In the case of Kind manifests,
Kubernetes objects are specified using the Kind attribute. Kind manifests are different from the
kind tool [51], which is used to setup and run a Kubernetes locally. Listing 1 shows an example
of a pod being specified with a Kind manifest. The pod includes one container with the image
hello-world. We identify Kindmanifests by inspecting if an YAMLmanifest includes the following
keys: apiVersion and Kind.

Helm Chart: Practitioners can also specify configurations for Kubernetes objects using Helm, a
packagemanager for Kubernetes [13]. Unlike Kindmanifests, Helm charms are executed by theHelm
packagemanager [36]. In Helm charts, configuration values can be specified using an YAMLmanifest
called ‘values.yaml’, which are later used by templates [13]. Assignment of a configuration within
a template confirms that configuration value being used for provisioning [13]. Figure 3 shows an
example of using Helmmanifests to specify configurations. The configuration values for namespace
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1 kind: Pod
2 metadata:
3 name: example-pod
4 labels:
5 name: example-pod
6 app: example-app
7 spec:
8 containers:
9 - image: hello-world
10 name: example-pod

Listing 1. An example of a Kind manifest.

1# Configuration values specified in a Helm manifest
,! ('values.yaml')

2
3Dep:
4 namespace: default
5 label: helm-example
6...
7
8# Configuration values used by a Helm template
9metadata:

10 namespace: {{ .Values.Dep.namespace }}
11 name: {{ .Values.Dep.label }}
12spec:
13 replicas: {{ .Values.Dep.replicaCount }}

Configuration value for namespace

Configuration value for label

1

Fig. 3. An example of a Helm chart.

and label are later used in a Helm template respectively, in lines#10 (.Values.Dep.Namespace)
and #11 (.Values.Dep.replicaCount). We identify Helm charts by inspecting if (i) YAMLmanifests
are labeled as ‘values.yaml’, and if any of the values are used by YAML manifests are in a directory
called ‘templates’; or (ii) an YAML manifest resides in the ‘template’ directory and the ‘template’
directory contains ‘.tpl’ files.

2.2 Methodology to Identify Security Misconfiguration Categories

We used the qualitative analysis technique - open coding [89] to derive security misconfiguration
categories. Open coding is well-suited to identify insights in an under-explored domain, such as
Kubernetes security misconfigurations. Furthermore, open coding provides a systematic way to
surface similarities across textual artifacts, and group such similarities into categories [89].

As part of the open coding process, first, the rater identifies configurations in a Kubernetes manifest.
Second, the rater inspects the values for each identified configuration to determine if the configura-
tion is in fact a security misconfiguration. While determining misconfigurations, the rater uses the
following definition of security misconfiguration provided by the U.S. National Institute of Stan-
dards and Technology (NIST) [68] “A setting within a computer program that violates a configuration

policy or that permits unintended behavior that impacts the security posture of a system”. Both raters,
who are well-versed on Kubernetes (having used them in practice) initially came up with a list of
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security misconfigurations that can potentially cause unintended behaviors based on their experi-
ence. Third, the rater derives categories based on similarities between the identified instances of
security misconfigurations. For each identified security misconfiguration category, the rater further
checks if the category violates any of the Kubernetes-related security best practices as documented
by Shamim et al. [91]. Shamim et al. conducted a grey literature review with 103 Internet artifacts,
where they specifically looked into security best practices applicable for Kubernetes. As Internet
artifacts are used by industry experts to recommend best practices [82], we assume Shamim et al.’s
paper to be used in this content as the paper (i) systematically synthesizes security-related best
practices from multiple Internet artifacts, and (ii) is peer-reviewed. Shamim et al.’s paper leveraged
a grey literature review with 101 Internet artifacts including multiple artifacts that came out of
Snyk [96], where practitioners have discussed the security best practices for Kubernetes. Other
artifact sources that were leveraged by Shamim et al. [91] include artifacts authored by practitioners
from Google Cloud, Cloud Native Computing Foundation (CNCF), VMWare, Tech Republic, DZone,
SonaType, IBM, and Microsoft. We have included the list of Internet artifacts used by Shamim et al.
in our replication package [80].

Upon completing the aforementioned three steps, we will derive a list of security misconfiguration
categories. In this manner, our identified security misconfigurations convey the message that if
identified security misconfigurations are not mitigated, they can permit unintended behaviors.

The first and second authors act as raters, and conduct the open coding process. The first author
and second author respectively, has experience in working with Kubernetes for one and two
years. Both rater individually manually inspects 1,796 Kubernetes manifests provided by Brinto
et al. [9]. Brinto et al. [9]’s dataset includes 1,796 Kubernetes manifests that are modified in 5,193
commits, and collected from 38 OSS repositories. Of the 1,796 Kubernetes manifests, 90% and 10%
are respectively, Kind and Helm manifests. For each Kubernetes manifest, both raters individually
apply the aforementioned open coding process.

Upon completion of the open coding process, the first and second authors respectively, identify
11 and 6 categories of security misconfigurations. We compute Krippendorff’s 𝛼 [45] to quantify
agreement, similar to prior work in software engineering [6, 29, 86]. The Krippendorff’s 𝛼 is
0.45, indicating ‘unacceptable’ agreement [45]. Both raters discussed their disagreements and
observed that root cause of their disagreements occur due to the second author missing five
categories, identified by the other author. These categories are: activation of hostIPC, activation of
hostNetwork, activation of hostPID, capability misuse, and Docker socket mounting. The second
rater missed categories because of being unaware of these configurations. Upon discussion, both
raters conduct the inspection process again. After completing the inspection process, we calculate
Krippendorff’s 𝛼 to be 1.0, indicating ‘perfect’ agreement [45]. We use Krippendorff’s 𝛼 instead
of Cohen’s ^, because Krippendorff’s 𝛼 : (i) emphasizes disagreement leading to more reliability
on the achieved agreement rate, and (ii) handles multiple categories [45]. Furthermore, qualitative
analysis experts have advocated for the use of Krippendorff’s 𝛼 over Cohen’s ^ [46, 52].

2.3 Answer to RQ1: Security Misconfiguration Categories

Altogether, we identify 11 categories of security misconfigurations in Kubernetes manifests. An
example of each category with a mapping to the violated security practice is presented in Table 1.
All the examples presented in Table 1 are obtained from Kind manifests. ‘Count’ corresponds to
the count for the Brinto et al. [9] dataset for each category. Figure 4 presents relative distribution
of the identified categories.
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Table 1. Examples of Security Misconfiguration Categories

Category (Count) Violated Practice Example Code Snippet

Absent Resource Limit (69) Limit CPU and Memory
Quota [91]

spec:
containers:
- name: employee

image: piomin/employee-service
Absent securityContext (82) Implementing Pod-specific

Policies [91]
spec:

containers:
- name: inventory-container

image: inventory:1.0-SNAPSHOT
Activation of hostIPC (1) Implementing Pod-specific

Policies [91]
spec:

hostIPC: true

Activation of hostNetwork (13) Implementing Pod-specific
Policies [91]

spec:
hostNetwork: true

Activation of hostPID (2) Implementing Pod-specific
Policies [91]

spec:
hostPID: true

Capability Misuse (20) Implementing Pod-specific
Policies [91]

capabilities:
add:
- CAP_SYS_ADMIN
- CAP_SYS_MODULE

Docker Socket Mounting (4) Implementing Pod-specific
Policies [91]

- name: dockersocket
mountPath: /var/run/docker.sock

Escalated Privileges for Child Con-
tainer Processes (1)

Implementing Pod-specific
Policies [91] allowPrivilegeEscalation: true

Hard-coded Secret (126) Authorization & Authenti-
cation [91] POSTGRES_PASSWORD: VGVzdERCQGhvbWUy

Insecure HTTP (467) Enable SSL/TLS Sup-
port [91] value: http://elastisearch-logging:9200

Privileged securityContext (9) Implementing Pod-specific
Policies [91]

securityContext:
privileged: true

I. Absent Resource Limit: The category of not specifying resource limits for containers within a
pod. A pod is a logical unit that groups a set of containers together for any Kubernetes cluster [50].
With the use of limits, the amount of CPU and memory for a pod can be specified. However, if
the limits are unspecified, then Kubernetes clusters are susceptible to denial of service attacks [91],
as malicious users can increase the flow of traffic, which in turn can lead to unbounded CPU and
memory requests [50].

II. Absent securityContext: The category of not using securityContext while provisioning
containers. A lack of securityContext is indicative of not applying access control policies for pods,
which in turn can provide malicious users the opportunity to gain access into the Kubernetes cluster.
Use of securityContext is critical to restrict malicious activities that can arise from zero-day
vulnerabilities or supply chain attacks for Kubernetes clusters [55].

III. Activation of hostIPC: The category of activating hostIPC while specifying configurations
in Kubernetes manifests. The hostIPC configuration controls if containers within a pod can share
the inter process communication (IPC) namespace. The IPC namespace provides separation of IPC
between the host and containers. If the host’s IPC namespace is shared with the container, it would
allow processes within the container to see all of IPC communications on the host system. Allowing
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Privileged security-context
1.1%

Insecure HTTP
58.8%

Absent Resource Limit
8.7%

Absent securityContext
10.3%

Activation of hostIPC
0.1%

Activation of hostNetwork
1.6%

Activation of hostPID
0.3%

Capability Misuse
2.5%

Docker Socket Mounting 
0.5%

Escalated Privileges for Child 
0.1%

Hard-coded Secret
15.9%

Security Misconfiguration Categories Distribution

Fig. 4. Distribution of Security Misconfiguration Categories

hostIPC: true would not only remove the separation between host and containers, but also allow
a malicious user to get access to the host, and observe all processes running on the host [23].

IV. Activation of hostNetwork: The category of activating hostNetwork while specifying config-
urations in Kubernetes manifests. For Kubernetes, hostNetwork is a configuration that allows a pod
to run in the host’s network namespace [5]. When a pod is configured with hostNetwork: true,
the applications running in such a pod can directly see the network interfaces of the host machine
where the pod was started. An application that is configured to listen on all network interfaces will
in turn be accessible on all network interfaces of the host machine. Use of hostNetwork: true
allows malicious users to get access to the workloads that are running on the host, and apply packet
sniffing tools, such as tcpdump [56].

V. Activation of hostPID: The category of activating hostPID while specifying configurations in
Kubernetes manifests. The hostPID configuration controls if the containers in a pod can share the
host process ID (PID) namespace. The default value is false. When hostPID is true then a pod has
access to the namespace where host process is running. The implication of activated hostPID is that
it allows a malicious user to find all of the process running on the host, and use that information
to conduct malicious activities [18]. The Kubernetes official documentation advises against use
of hostPID: true stating that if hostPID: true is used, in conjunction with process mentoring
tools, such as ptrace [58], then privilege escalation can occur outside of the container.

VI. Capability Misuse: The category of activating Linux capabilities, which allows malicious
users to gain root-level access into a Kubernetes cluster. We observe two categories: (i) misuse with
CAP_SYS_ADMIN, and misuse with CAP_SYS_MODULE configurations.

CAP_SYS_ADMIN allows for a wide range of privileged system administration operations, which
cannot be performed by a normal user [103]. CAP_SYS_ADMIN facilitates container breakouts, i.e.,
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the event where a container user is able to nullify container isolation and access resources, such as
system calls on the host machine [55].

With CAP_SYS_MODULE capability, Linux kernel modules can be loaded to bypass authorizations in
place [55]. Use of CAP_SYS_MODULE allows a malicious user to abuse the SYS_MODULE capability of
Linux to perform container breakout, and retrieve contents of the root Docker host [67].

VII. Docker Socket Mounting: The category of mounting of the Docker socket path by using the
/var/run/docker.sock configuration. Mounting of Docker socket leaks information about other
containers, which can be leveraged by a malicious user. Docker uses a non-networked UNIX socket,
and when used in daemon mode, Docker only allows connections from authenticated entities. If
this socket is mounted without adequate permissions, then the socket can be used to spin up any
container, create new images, or shut down existing containers [12].

VIII. Escalated Privileges for Child Container Processes: The category of allocating privileges
for child processes within a container that are higher than that of the parent processes. With
allowPrivilegeEscaltion : true a child process of a container can gain more privileges than
its parent process. The security implication is that malicious users can leverage these child processes
to gain unauthorized access to the Kubernetes cluster [11].

IX. Hard-coded Secret: The category of providing hard-coded secrets as configurations in Ku-
bernetes manifests. We identify three sub-categories: (i) hard-coded usernames, (ii) hard-coded
passwords, and (iii) hard-coded private tokens. Exposure of hard-coded secrets can be leveraged by
malicious users to gain unauthorized access for the Kubernetes cluster. Common Weakness Enu-
meration (CWE) identifies hard-coded secrets as one of the top 25 security weakness in 2021 [61].
Hard-coded secrets have been attributed to the 2019 Uber data breach [90], the 2020 medical data
breach in 2020 [85], and the 2021 D-link breach [69].

X. Insecure HTTP: The category of using HTTP without SSL/TLS certificates to setup URLs or
transmit traffic inside and outside the Kubernetes clusters. Without SSL/TLS certificates, the data
transmitted across Kubernetes objects are susceptible to man-in-the-middle (MITM) attacks.

XI. Privileged securityContext: The category of using privileged securityContext in Kuber-
netes manifests. securityContext is used to provide access control configurations for a pod or a
container [50]. Examples include but are not limited to: (i) define access control for a Kubernetes
object, (ii) apply profiling to restrict capabilities of individual programs running on a Kubernetes
cluster, and (iii) allow a certain process to gain more privileges than its parent process. However,
due to privileged securityContext, all access control features provided by securityContext will
be obsolete. One Kubernetes expert labeled privileged: true as the “the most dangerous flag in

the history of computing”, as this configuration gives the illusion of containerization but in fact
disables all security features provided by securityContext [55].

We provide a mapping of which security misconfigurations are applicable for Kind and Helm
manifests in Table 2. We observe that majority of the misconfiguration categories are found in
Kind manifests. All of the 11 identified categories are found in Kind manifests, whereas 2 of the 11
categories, namely hard-coded secret and insecure HTTP appear in Helm manifests. One possible
explanation can be attributed to the dataset we analyzed. Future research can systematically
investigate the comparative distribution of security misconfigurations between Helm and Kind
manifests.
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Table 2. Mapping of Misconfiguration Categories With Kind and Helm Manifests.

Category Kind Helm
Absent Resource Limit ✓ ×

Absent securityContext ✓ ×
Activation of hostIPC ✓ ×

Activation of hostNetwork ✓ ×
Activation of hostPID ✓ ×
Capability Misuse ✓ ×

Docker Socket Mounting ✓ ×
Escalated Privileges for Child Container Processes ✓ ×

Hard-coded Secret ✓ ✓
Insecure HTTP ✓ ✓

Privileged securityContext ✓ ×

Answer to RQ1: We identify 11 categories of security misconfigurations in Kubernetes manifests,

which include misconfigurations unique to Kubernetes, such as absent resource limit.

3 METHODOLOGY

In this section, we describe the methodology to conduct our empirical study by first, describing the
construction and evaluation of SLI-KUBE, which we use to quantify the frequency of identified
security misconfigurations. Second, we provide the methodology to answer RQ2, RQ3, and RQ4.

3.1 Security Linter for Kubernetes Manifests (SLI-KUBE)

We describe the construction and evaluation process of SLI-KUBE respectively, in Sections 3.1.1
and 3.1.2.

3.1.1 SLI-KUBE Methodology. As described in Section 2.1, the flow of configuration data in Kuber-
netes manifests is unique to Kubernetes itself, which necessitates construction of a static analysis
tool that accounts for Kubernetes-specific information flow analysis.

Step-1: Parsing: SLI-KUBE parses Kubernetes manifests into key-value pairs. For each key, a value
can be a nested dictionary, or a list, or a single value. In the case of nested dictionaries, SLI-KUBE
preserves the hierarchy of the extracted keys for Kubernetes manifest.

Step-2: Rule Matching: From the parsed content of Kubernetes manifests, SLI-KUBE applies rule
matching to identify security misconfigurations. The rules needed to identify categories are listed
in Table 3. The rules are derived by abstracting code snippets for each misconfiguration category.
The rules presented in Table 3 leverage pattern matching similar to prior research [78, 79]. The
string patterns used by each rule in Table 3 is provided in Table 4.

Rule Derivation Process: We identify the commonalities in patterns capable of expressing security
misconfigurations, and abstract such commonalities as rules to detect misconfigurations.We provide
an example in Table 5 to demonstrate our rule derivation process. In the ‘Coding Pattern’ column,
we observe two coding patterns that are instances of over-privileged securityContext. In both
coding patterns, privileged keyword is used to specify the coding pattern. SLI-KUBE can parse
both coding patterns as key value pairs, where privileged is the key and true is the value. In
both coding patterns we notice commonality in the key value pairs, which can be abstracted to a
rule 𝑖𝑠𝐾𝑒𝑦(𝑥) ∧ 𝑖𝑠𝑆𝑒𝑐𝑢𝑖𝑟𝑡𝑦𝐶𝑜𝑛𝑡𝑒𝑥𝑡 (𝑥) ∧ 𝑖𝑠𝑃𝑟𝑖𝑣𝑖𝑙𝑒𝑔𝑒𝑑 (𝑥) ∧ 𝑖𝑠𝐸𝑛𝑎𝑏𝑙𝑒𝑑 (𝑥 .𝑣𝑎𝑙𝑢𝑒). We repeat the same
abstraction process for other misconfiguration categories.
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Step-3: Def-use chain analysis: Static analysis tools are susceptible to generate false positives,
if the information flow is disregarded. We mitigate this limitation by applying def-use chain
analysis [2], where we track the flow of a misconfiguration within Kubernetes manifests.

SLI-KUBE performs two types of information flow analysis that account for the information flow
in Kind and Helm manifests. In the case of Kind manifests, SLI-KUBE recursively applies def-
use chain analysis across the nested key-value pairs for each manifest to identify if a security
misconfiguration is used by a pod. For Kind manifests, SLI-KUBE uses the spec tag to identify if a
security misconfiguration is used by a pod. In the case of Helmmanifests, SLI-KUBE applies def-use
chain analysis to identify if security misconfigurations that are specified in ‘values.yaml’ are used
by YAML files within the ‘templates/’ directory.

Table 3. Rules Used by SLI-KUBE

Category Rule

Absent securityContext 𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 (𝑥) ∧ ¬𝑖𝑠𝑆𝑒𝑐𝑢𝑖𝑟𝑡𝑦𝐶𝑜𝑛𝑡𝑒𝑥𝑡 (𝑥.𝑣𝑎𝑙𝑢𝑒)
Absent Resource Limit (𝑖𝑠𝐾𝑒𝑦 (𝑥)∧ (𝑖𝑠𝑆𝑝𝑒𝑐 (𝑥)∨𝑖𝑠𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 (𝑥))∧¬(𝑖𝑠𝐿𝑖𝑚𝑖𝑡𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠∧

(𝑖𝑠𝐿𝑖𝑚𝑖𝑡𝑀𝑒𝑚𝑜𝑟𝑦 ∧ 𝑖𝑠𝐿𝑖𝑚𝑖𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠))))
Activation of hostIPC (𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝐻𝑜𝑠𝑡𝐼𝑃𝐶 (𝑥) ∧ 𝑖𝑠𝐸𝑛𝑎𝑏𝑙𝑒𝑑 (𝑥.𝑣𝑎𝑙𝑢𝑒)
Activation of hostPID (𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝐻𝑜𝑠𝑡𝑃𝐼𝐷 (𝑥) ∧ 𝑖𝑠𝐸𝑛𝑎𝑏𝑙𝑒𝑑 (𝑥.𝑣𝑎𝑙𝑢𝑒)
Activation of hostNetwork (𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝐻𝑜𝑠𝑡𝑁𝑒𝑡𝑤𝑜𝑟𝑘 (𝑥) ∧ (𝑖𝑠𝐸𝑛𝑎𝑏𝑙𝑒𝑑 (𝑥.𝑣𝑎𝑙𝑢𝑒)
Capability Misuse (𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 (𝑥) ∧ ℎ𝑎𝑠𝐶𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝑥) ∧

(𝑖𝑠𝐶𝐴𝑃𝑆𝑌𝑆𝐴𝐷𝑀𝐼𝑁 (𝑥.𝑣𝑎𝑙𝑢𝑒) ∨ 𝑖𝑠𝐶𝐴𝑃𝑆𝑌𝑆𝑀𝑂𝐷𝑈𝐿𝐸 (𝑥.𝑣𝑎𝑙𝑢𝑒))
Docker Socket Mounting 𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝑃𝑎𝑡ℎ (𝑥) ∧ 𝑖𝑠𝐷𝑜𝑐𝑘𝑒𝑟𝑆𝑜𝑐𝑘𝑒𝑡 (𝑥.𝑣𝑎𝑙𝑢𝑒)
Escalated Privileges for Child Con-
tainer Processes

(𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝑃𝑟𝑖𝑣𝐸𝑠𝑐𝑎𝑙𝑎𝑡 (𝑥) ∧ (𝑖𝑠𝐸𝑛𝑎𝑏𝑙𝑒𝑑 (𝑥.𝑣𝑎𝑙𝑢𝑒)

Hard-coded Secret 𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ (𝑖𝑠𝑈𝑠𝑒𝑟 (𝑥) ∨ 𝑖𝑠𝑃𝑎𝑠𝑠𝑤𝑜𝑟𝑑 (𝑥) ∨ 𝑖𝑠𝑇𝑜𝑘𝑒𝑛 (𝑥))
Insecure HTTP 𝑖𝑠𝐾𝑒𝑦 (𝑥) (∧𝑖𝑠𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙 (𝑥.𝑛𝑎𝑚𝑒) ∨ 𝑖𝑠𝐻𝑇𝑇𝑃 (𝑥.𝑣𝑎𝑙𝑢𝑒))
Over-privileged securityContext 𝑖𝑠𝐾𝑒𝑦 (𝑥) ∧ 𝑖𝑠𝑆𝑒𝑐𝑢𝑖𝑟𝑡𝑦𝐶𝑜𝑛𝑡𝑒𝑥𝑡 (𝑥) ∧ 𝑖𝑠𝑃𝑟𝑖𝑣𝑖𝑙𝑒𝑔𝑒𝑑 (𝑥) ∧

𝑖𝑠𝐸𝑛𝑎𝑏𝑙𝑒𝑑 (𝑥.𝑣𝑎𝑙𝑢𝑒)

3.1.2 Evaluation of SLI-KUBE . Security static analysis tools are subject to empirical evaluation [78,
79]. We use an oracle dataset to evaluate SLI-KUBE’s accuracy. A security expert, who is a PhD
student, created the oracle dataset. To construct the oracle dataset, we use 240 randomly-selected
Kubernetes manifests from the GitLab dataset described in Section 3.2. We use this dataset as it
was not used during the open coding process described in Section 2.2. The rater applied closed
coding [21] to identify security misconfigurations in a manifest. Closed coding is the process of
mapping an entry to a pre-defined category [21]. We do not impose any time limit for the rater to
conduct closed coding. We provided the rater a guidebook that included the names, definitions,
and examples of each security misconfiguration. The guidebook is available online [80] publicly.

The rater took 50 hours to conduct closed coding. Upon completion of the closed coding process,
we apply SLI-KUBE on the 240 Kubernetes manifests collected from 8 repositories. We evaluate
SLI-KUBE using precision and recall. Precision refers to the fraction of correctly identified security
misconfigurations among the total identified misconfigurations, as determined by SLI-KUBE. Recall
refers to the fraction of correctly identified security misconfigurations that have been retrieved by
SLI-KUBE. We use Equations 1 and 2 respectively, to calculate precision and recall. In Equations 1
and 2, FN, FP, TN, and TP respectively refers to false negatives, false positives, true negatives,
and true positives. For example, if there is 1 instance of absent securityContext, and SLI-KUBE
identifies that instance without the generating any false positives or false negatives, then SLI-
KUBE’s recall will be 1.0 according to Equation 2. As another example, if SLI-KUBE identifies that
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Table 4. String Patterns Used for Rules in Table 3.

Function String Pattern

ℎ𝑎𝑠𝐶𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦 () ‘capabilities’
𝑖𝑠𝐶𝐴𝑃𝑆𝑌𝑆𝐴𝐷𝑀𝐼𝑁 () ‘CAP_SYS_ADMIN’
𝑖𝑠𝐶𝐴𝑃𝑆𝑌𝑆𝑀𝑂𝐷𝑈𝐿𝐸 () ‘CAP_SYS_MODULE’
𝑖𝑠𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 () ‘container’
𝑖𝑠𝐷𝑜𝑐𝑘𝑒𝑟𝑆𝑜𝑐𝑘𝑒𝑡 () ‘/var/run/docker.sock’
𝑖𝑠𝐸𝑛𝑎𝑏𝑙𝑒𝑑 () ‘true’
𝑖𝑠𝐻𝑜𝑠𝑡𝐼𝑃𝐶 () ‘hostIPC’
𝑖𝑠𝐻𝑜𝑠𝑡𝑁𝑒𝑡𝑤𝑜𝑟𝑘 () ‘hostNetwork’
𝑖𝑠𝐻𝑜𝑠𝑡𝑃𝐼𝐷 () ‘hostPID’
𝑖𝑠𝐻𝑇𝑇𝑃 () ‘http:’
𝑖𝑠𝐿𝑖𝑚𝑖𝑡𝑀𝑒𝑚𝑜𝑟𝑦 () ‘limits’
𝑖𝑠𝐿𝑖𝑚𝑖𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 () ‘requests’
𝑖𝑠𝐿𝑖𝑚𝑖𝑡𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠 () ‘resources’
𝑖𝑠𝑃𝑎𝑡ℎ () ‘path’
𝑖𝑠𝑃𝑎𝑠𝑠𝑤𝑜𝑟𝑑 () ‘password’
𝑖𝑠𝑃𝑟𝑖𝑣𝐸𝑠𝑐𝑎𝑙𝑎𝑡 () ‘allowPrivilegeEscalation’
𝑖𝑠𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙 () ‘protocol’
𝑖𝑠𝑃𝑟𝑖𝑣𝑖𝑙𝑒𝑑𝑔𝑒𝑑 () ‘privileged’
𝑖𝑠𝑆𝑒𝑐𝑢𝑟𝑖𝑡𝑦𝐶𝑜𝑛𝑡𝑒𝑥𝑡 () ‘securityContext’
𝑖𝑠𝑆𝑝𝑒𝑐 () ‘spec’
𝑖𝑠𝑇𝑜𝑘𝑒𝑛 () ‘key’
𝑖𝑠𝑈𝑠𝑒𝑟 () ‘user’

Table 5. An Example to Demonstrate the Rule Derivation for ‘Over-privileged securityContext’

Coding Pattern Parsing Output of SLI-KUBE

-name: neutron-server
securityContext
privileged: true <Key, ‘neutron-server’, <Key, ‘securityContext’, <Key, ‘privileged’, true »>

-name: cinder
securityContext
privileged: true <Key, ‘cinder’, <Key, ‘securityContext’, <Key, ‘privileged’, true »>

1 instance of absent securityContext but generated one false positive then, SLI-KUBE’s precision
will be 0.5 according to Equation 1.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (1)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (2)

As shown in Table 6, SLI-KUBE’s precision and recall is ≥ 0.90, which gives us the confidence of SLI-
KUBE’s ability to detect security misconfigurations automatically, while generating a few false pos-
itive instances. We observe SLI-KUBE to generate false positives for hard-coded secrets and insecure
HTTP. False positives occur due to patternmatching, e.g., user_data: ‘cloud-init-parts/generic’
is identified by SLI-KUBE as a hard-coded username, even though a hard-coded username is not
being specified. As another example of a false positive is hostPorts:
http:80, where a port configuration is identified as an instance of insecure HTTP. We do not make
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any conclusions on the severity of the detected misconfigurations. We acknowledge that SLI-KUBE
may perform better with respect to detection, but Snyk may prioritize some misconfigurations
better than SLI-KUBE.

Table 6. Evaluation of SLI-KUBE with Oracle Dataset

Category Count Precision Recall

Absent Resource Limit 13 1.0 1.0
Absent securityContext 8 1.0 1.0
Activation of hostIPC 1 1.0 1.0
Activation of hostNetwork 1 1.0 1.0
Activation of hostPID 1 1.0 1.0
Capability misuse 20 1.0 1.0
Docker Socket Mounting 1 1.0 1.0
Escalated Privilege for Child Container Processes 1 1.0 1.0
Hard-coded Secret 86 0.82 1.0
Insecure HTTP 214 0.93 1.0
Privileged securityContext 8 1.0 1.0
Average — 0.9 1.0

Table 7. Evaluation of Snyk with Oracle Dataset

Category Count Precision Recall

Absent Resource Limit 13 0.02 1.0
Absent securityContext 8 0.0 0.0
Activation of hostIPC 1 1.0 1.0
Activation of hostNetwork 1 1.0 1.0
Activation of hostPID 1 1.0 1.0
Capability misuse 20 1.0 1.0
Docker Socket Mounting 1 1.0 1.0
Escalated Privilege for Child Container Processes 1 1.0 1.0
Hard-coded Secret 86 0.0 0.0
Insecure HTTP 214 0.0 0.0
Privileged securityContext 8 1.0 1.0
Average — 0.64 0.73

Differences Between SLI-KUBE and Existing Tools: We highlight the differences between
our tool, SLI-KUBE and existing tools that also analyzes Kubernetes manifests in Table 8. For
comparison we select four state-of-the-art security static analysis tools, namely Checkov [10],
KubeLinter [48], Datree [24], and Snyk [96]. We inspect the respective documentation for each of
them to identify which of the 11 security misconfiguration categories are identified by these tools.
Only SLI-KUBE detects all of the 11 categories of security misconfigurations. Checkov, KubeLinter,
Datree, and Snyk respectively, is not able to detect 2, 3, 5, and 3 of the 11 security misconfiguration
categories. Therefore, the precision and recall will be 0.0 for the categories that Checkov, KubeLinter,
Datree, and Snyk are unable to detect. For example as shown in Table 7, we observe Snyk’s precision
and recall to be 0.0 for absent securityContext, insecure HTTP, and hard-coded secrets. The
average precision and recall for Snyk is respectively, 0.64 and 0.73.

3.2 Dataset Collection

We quantify the frequency of security misconfigurations by mining OSS projects. We use two data
sources: (i) OSS GitLab projects and (ii) OSS GitHub projects. OSS projects hosted on social coding
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Table 8. Comparison of SLI-KUBE with Existing Tools

Category SLI-KUBE Checkov KubeLinter Datree Snyk

Absent Resource Limit ✓ ✓ ✓ ✓ ✓
Absent securityContext ✓ ✓ × × ×
Activation of hostIPC ✓ ✓ ✓ ✓ ✓

Activation of hostNetwork ✓ ✓ ✓ ✓ ✓
Activation of hostPID ✓ ✓ ✓ ✓ ✓
Capability Misuse ✓ ✓ × × ✓

Docker Socket Mounting ✓ ✓ ✓ ✓ ✓
Escalated Privileges for Child Container Processes ✓ ✓ ✓ × ✓

Hard-coded Secret ✓ × ✓ × ×
Insecure HTTP ✓ × × × ×

Privileged securityContext ✓ ✓ ✓ ✓ ✓

platforms are susceptible to quality concerns, e.g., users often host projects on GitHub for personal
purposes that do not adequately reflect professional software development [63]. To mitigate this
issue, in prior work [1, 47, 63, 74], researchers have leveraged a set of attributes of OSS GitHub
repositories to identify repositories that are reflective of professional software development. These
attributes include but are not limited to count of certain file types [76], count of commits per
month [63], and count of contributors [1, 47]. These attributes provide motivation for our criteria
to curate OSS repositories:

• Criterion-1: At least 10% of the files in the repository must be Kubernetes manifests. By using
a cutoff of 10% we seek to collect repositories that contain Kubernetes manifests for analysis.
Prior research [41] shows that configuration files can co-locate with source code and test code
files. Using this threshold, we assume to identify repositories that have enough Kubernetes
configuration files, i.e., manifests for analysis.

• Criterion-2: The repository must be available for download.

• Criterion-3: The repository is not a clone to avoid duplicates.

• Criterion-4: The repository must have ≥ 2 commits per month. Munaiah et al. [63] previously
used the threshold of ≥ 2 commits per month to determine which repositories have enough
software development activity. We use this threshold to filter repositories with little activity.

• Criterion-5: The repository has ≥ 5 contributors. Our assumption is that the criterion of ≥
5 contributors may help us to filter out irrelevant repositories, such as repositories used for
personal use. Prior research [37] has also used the threshold of at least five contributors.

• Criterion-6: The repository is not used for a ‘toy’ project. We consider a project as ‘toy’ project if
description and content of the README file for each projects indicates that the project is used to
demonstrate examples, conduct course work, and used as book chapters. Both the first and second
author individually conduct this manual inspection. The set of projects that both authors agree
to be a toy project is considered as final. By reading the README files of repositories collected
with Criterion-5, we also determine if the projects are deployable, i.e., can be downloaded and
executed as a software application. Both the first and second author individually conduct this
manual inspection. The set of projects that both authors agree to be deployable is considered as
final.

Table 9 summarizes how many projects are filtered using our criteria. Attributes of the collected
projects are available in Table 10. Altogether we download 92 repositories by cloning the master
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Fig. 5. Distribution of manifests count per repositories respectively for the GitLab and GitHub dataset.

branches on November 2021. We use the GHTorrent dataset hosted on Google Big Query. We run
queries on Google Big Query to obtain the initial list of GitHub repositories. In the case of GitLab
repositories, we use the GitLab API [33].

For GitHub and GitLab we identify the median count of manifests per repository to respectively, be
10 and 12. The maximum count of manifests per repository is 192 and 281 respectively, for GitLab
and GitHub. We provide the full distribution of manifest count per repositories for the GitLab and
GitHub datasets in Figure 5.

3.3 RQ2: Frequency of Identified Security Misconfigurations

We answer RQ2 by collecting 2,039 Kubernetes manifests from the 92 repositories. As shown in
Table 10, of the 2,039 Kubernetes manifests 449 are obtained from 21 GitLab repositories, and 1,590
Kubernetes manifests from 71 GitHub repositories. Each of the Kubernetes manifest mined from
the GitHub and GitLab repositories is either a Kind or a Helm manifest.

We apply SLI-KUBE on the collected 2,039 Kubernetes manifests to quantify the frequency of
identified security misconfigurations. We report four metrics: (i) count, (ii) configuration density,
(iii) manifest proportion, and (iv) object proportion. Configuration density corresponds to the

Table 9. Filtering of OSS Projects To Answer RQ1

GitHub GitLab

Initial Repo Count 3,405,303 546,000

Criterion-1 ≥10% YAML files) 6,633 8,194
Criterion-2 (Available) 6,512 7,914
Criterion-3 (Non-duplicates) 4,317 5,871
Criterion-4 (Commit/month≥2.0) 1,325 671
Criterion-5 (Contrib. ≥5) 189 44
Criterion-6 (Not Toy Project) 71 21

Final Repo Count 71 21
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Table 10. Dataset Attributes

Attribute GitHub GitLab

Repositories 71 21
Kubernetes Objects 3,630 827
Kind Manifests 1,508 369
Helm Charts 82 80
Kubernetes Manifests 1,590 449
Contributors 1,187 977
Commits 37,184 15,870
Size (LOC) 148,588 51,512
Duration 9/2015-12/2021 (75 months) 10/2015-12/2021 (74 months)

count of security misconfigurations that appear in every 1,000 lines of code. Manifest proportion
corresponds to the proportion of Kubernetes manifests in which at least one instance of security
misconfiguration appears. Object proportion corresponds to the proportion of Kubernetes objects
that are affected by at least one security misconfiguration. We use these four metrics as each of
these metrics can help us contextualize the frequency of security misconfigurations from multiple
perspectives. Count provides the occurrences of security misconfigurations. Configuration density
measures how many security misconfigurations occur in every 1,000 lines of Kubernetes manifest,
and can be used to estimate inspection efforts for Kubernetes manifests. Manifest proportion
measure on average how likely a Kubernetes manifest can include at least one instance of security
misconfiguration. Object proportionmeasures on average howmany Kubernetes objects are affected
by a security misconfiguration. As practitioners seek information on how security issues are used
in the code [95], with the metric object proportion, practitioners can assess how many of the
Kubernetes objects can be affected by security misconfigurations.

Correlation Between Maturity and Presence of Security Misconfigurations: One possible
explanation to the presence of security misconfigurations is maturity, i.e., manifests that are short-
lived may tend to include security misconfigurations. We use age to calculate maturity, and use age
to evaluate our hypothesis. We calculate age by calculating the difference in days between the first
date the manifest was created and the date the manifest was last modified. We hypothesize that the
Kubernetes manifests with no security misconfigurations will be more mature, i.e., have longer age
than that of Kubernetes manifests with at least one security misconfiguration. Accordingly, we
state the following null and alternate hypothesis:

• Null: There is no difference in age between Kubernetes manifests with no security miscon-
figurations and Kubernetes manifests with at least one security misconfiguration.

• Alternative: The age of Kubernetes manifests with no security manifests is significantly
higher than that of Kubernetes manifests with at least one security misconfiguration.

We reject the null hypothesis if p-value < 0.01 by applying Mann-Whitney U test [53] following
Cramer and Howitt’s observations [22]. We use Mann-Whitney U test as this test makes no
assumptions about the underlying distributions of the data [53].

Correlation Between Development Factors and Presence of Security Misconfigurations:
We hypothesize the following metrics related to the development of Kubernetes manifests that
correlate with presence of security misconfigurations:

• IsDeployed: This metric determines whether or not a manifest is used in a repository, which
can be deployed. Our hypothesis is manifests that are part of a deployment-related repository is
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likely to get more security-focused reviews, and therefore are likely to contain fewer security
misconfigurations.

• Size: This metric computes the number of lines in a manifest. We hypothesize manifest size to
show correlation with presence of security misconfigurations. We take motivation from prior
research [81, 104] that demonstrates the co-relation between size and software defects. We
hypothesize that the probability of a manifest including a security misconfiguration is higher for
manifests that are larger in size.

• Age: This metric computes the age of a manifest as measured by the difference between last
commit date and first commit date. Prior research [72] has shown age of software artifacts
to show correlation with software defects. We hypothesize that the probability of a manifest
including a security misconfiguration is higher for manifests that are less mature, i.e., have lower
age.

• Commits: This metric computes the count of commits made for a manifest. Prior research [64]
has shown commits to correlate with the presence of software defects. We hypothesize that the
probability of a manifest including a security misconfiguration is higher for manifests that are
modified through larger number of commits.

• Developers: This metric computes the count of developers who modify a manifest. Prior re-
search [77, 83] has shown developer count to correlate with the presence of software defects. We
hypothesize that the probability of a manifest including a security misconfiguration is higher for
manifests that are modified by multiple developers than that of fewer developers.

• Minor contributors: This metric computes the count of developers who modify < 5% of the
total lines of code for a manifest. Prior research [77, 83] has shown developer count to correlate
with the presence of software defects. We hypothesize that the probability of a manifest including
a security misconfiguration is higher for manifests that have more minor contributors than
others.

We calculate these metrics for all Kubernetes manifests that we obtain from our OSS repositories
collected during our filtering criteria.

Quantifying Correlation: We use a logistic regression model [31] to quantify the correlation between
presence of security misconfigurations and the aforementioned metrics. In our logistic regression
model, the dependent variable is presence of security misconfiguration, with two possible values:
‘1’ indicating presence of a misconfiguration, and ‘0’ indicating absence of a misconfiguration. The
independent variables are: ‘IsDeployed’, ‘size’, ‘age’, ‘commits’, ‘developers’, and ‘minor contributors’.
Except for deployment status all metrics are numeric. IsDeployed is a factor variable with two
possible outcomes: ‘1’, which means the manifest being part of a repository that is deployed, and
‘0’ that means the manifest is not part of a repository that is not deployed.

Prior to applying the logistic regression, we apply the following recommended practices: (i) apply
log transformation to reduce heteroscedasticity [20], and (ii) test if multi-colineraity exists between
the independent variables using variable influence factor (VIF) [31]. For our model we report (i)
McFadden’s R2 [102] value that can estimate our model’s explainability, (ii) p-values for each
independent variable, and (iii) coefficients, sum of square errors, and deviance for each independent
variable.

Following Cramer and Howitt’s observations [22], we determine a metric to have a correlation if
the p-value for that metric is < 0.01.
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Text Initial Category Category

[Keys Mapped with

Hard-Coded Secrets]:

Deployment, Deployment-

Config, Pod

[Keys Mapped with Insecure

HTTP]:

Deployment, Deployment-

Config, HorizontalPodAu-

toscaler, Host, Pod, PodDis-

ruptionBudget

Pod Provisioning

Objects Affected by

Hard-coded Secrets

Pod Provisioning

Objects Affected by

Hard-coded Secrets

Pod Provision-
ing Objects

Fig. 6. An example to demonstrate the methodology of applying open coding to determine Kubernetes object

categories affected by security misconfigurations.

3.4 RQ3: Kubernetes Objects Affected by Security Misconfigurations

We answer RQ3 using the following steps:

Kind-related Data Separation: first, we remove false positive instances generated by SLI-KUBE
for both datasets. Second, for each of the 11 categories, we extract key values pairs from each
Kubernetes manifest. Third, we separate key values pairs for the key Kind. We identify values for
Kind because in Kubernetes Kind determines the type of Kubernetes object is being provisioned.

Open coding: We identify 70 unique Kubernetes objects respectively, from 256 Kind manifests
from the above-mentioned step. We apply open coding on the collected 70 Kubernetes object names
to determine Kubernetes object categories for which security misconfigurations are specified. Open
coding is a qualitative analysis technique to identify categories from structured or unstructured
text [89]. For open coding, each rater first reads the definition of each object using the Kubernetes
documentation [50]. Next, the rater groups the Kubernetes objects based on definition similarities.

By extracting the values for the Kind key in Kind manifests, we determine the Kubernetes objects
that could be impacted by security misconfigurations. We use Figure 6 to illustrate our process
of deriving Kubernetes object categories that are affected by security misconfigurations. Under
the ‘Text’ textbox we observe a set of Kubernetes objects that are affected by a security miscon-
figuration category. We observe a set of pod-related Kubernetes objects that are affected by two
misconfiguration categories: hard-coded secrets and insecure HTTP. As all of these objects are
related to provisioning pods, and also affected by security misconfigurations, we group them as
one category called ‘Pod Provisioning Objects’.

The first and third authors are the two raters, who independently apply open coding as described
above. Both raters individually apply open coding for 70 Kubernetes objects. Upon completion of
this phase, we record a Krippendorff’s 𝛼 of 0.82, indicating an ‘acceptable’ agreement [45]. The
raters disagree on 2 categories that are resolved using the resolver, i.e., the second author of the
paper. The third author identifies two categories not identified by the first author, namely, ‘Pod
Scaling’ and ‘Background Process Execution’. The resolver’s decision is final on the disagreed
upon categories. Our methodology for choosing a resolver is to identify an individual who has
worked with Kubernetes in an academic or professional setting. In the department we are unable to
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find one, and hence used the second author. We use the second author as a resolver as the author
is well-versed on Kubernetes, and has used Kubernetes in practice. The second author also has
participated in identifying the security misconfiguration categories. Our assumption is that the
second author’s experience in Kubernetes can help resolve disagreements on what Kubernetes
objects are likely to be affected by security misconfigurations.

The resolver read the definition of the two categories and determined if the two categories are
stand alone or could be merged with existing categories identified by the first author. The resolver
determined that ‘Pod Scaling’ and ‘Background Process Execution’ can respectively, be merged
with ‘Pod’ and ‘Process Execution’, as they both fit the definition of these two categories.

3.5 RQ4: Practitioner Perceptions of Identified Security Misconfigurations

We answer RQ4 using two steps: submit bug reports, and conduct semi-structured interviews where
we collect feedback from practitioners directly about SLI-KUBE. We describe these two steps as
follows:

3.5.1 Bug Report Submission. We submitted bug reports to gather feedback from practitioners.
From the identified misconfigurations with SLI-KUBE, we randomly-selected 242 misconfigura-
tions mined from 43 repositories. Altogether we submit 133 bug reports for which of these 242
misconfigurations. In each bug report, we identify the locations of security misconfigurations,
description of the misconfigurations, and possible consequences of the misconfigurations. We ask
in the bug report if the practitioner would fix the misconfigurations, or have changed the code
to fix the misconfigurations. All of these bug reports are submitted on May 2022. We provide an
example of a bug report in Figure 7. The links for all bug reports are available online [80]. Table 11
shows the count of bug reports submitted for each category of security misconfiguration. All bug
reports are submitted by May 10, 2022.

3.5.2 Semi-structured Interviews. We conduct semi-structured interviews to get feedback from
practitioners. We use randomly-selected 250 email addresses and sent emails to all 250 emails. For
our semi-structured interview we used emails from the repositories that we mined and described
in Section 3.3. The second author of the paper sent the emails. Upon response and approval, we
invited the participants over Zoom. In all, we found 9 interviewees who agree to participate. All
interviewees participated via Zoom.

As part of this semi-structured review, we first state the purpose of the interview, demonstrate
SLI-KUBE, and then we ask questions. We describe each of these steps below:

Purpose: The purpose of the interview is to understand if SLI-KUBE is useful for practitioners to
detect security misconfigurations in Kubernetes manifests.

Demonstration of SLI-KUBE: As described by He et al. [35], we perform the following activities
to demonstrate SLI-KUBE for each practitioners:

• Proposition: Proposition corresponds to describing the goal of the semi-structured interview,
which is to obtain feedback from practitioners about the usefulness of SLI-KUBE.

• Evidence: Evidence corresponds to the artifacts that are used for the interview. As part of this
activity we describe the construction and usage of SLI-KUBE. We also describe verbally the
security weakness categories with examples.

• Method of demonstration: As part of this activity we showcase the execution of SLI-KUBE where
we describe how SLI-KUBE takes input and the output generates. As part of the demonstration
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Fig. 7. Example of a bug report submitted used to answer RQ4.

process we ran SLI-KUBE on a repository, showed the output it generates, described the execution
flow, and walked through the generated CSV file. While walking through the generated CSV file
we discuss the meaning of each column. We showcased the code to demsontrate how SLI-KUBE
detects a misconfiguration and applies def-chain analysis.

Questions: Upon demonstration of SLI-KUBE we ask two questions verbatim:

• Q1-Usefulness: Do you think SLI-KUBE is useful to detect security misconfigurations in Kuber-
netes manifests?

• Q2-Transition: How can we transition SLI-KUBE to practice for wide-scale adoption?

We impose no limit on time to answer these questions. We also allowed the participants to talk
about any topics that they think is relevant to the answers of the above-mentioned questions.

4 FINDINGS

We provide answers to RQ2, RQ3, and RQ4 respectively, in Sections 4.1, 4.2, and 4.3.

4.1 Answer to RQ2: Frequency of Identified Security Misconfigurations

In this section, we answerHow frequently do securitymisconfigurations occur inKubernetes

manifests?

We observe 1,051 instances of security misconfigurations in 2,039 Kubernetes manifests. For the
GitLab dataset, at least one security misconfiguration occur in 20.2% of the 449 manifests. For
GitHub dataset, 15.7% of the 1,590 manifests include at least one security misconfiguration. A
complete breakdown is available in Table 12 where we also report configuration density in the
‘Config. Density’ column.
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Table 11. Count of Submitted Bug Reports for Each Category of Security Misconfigurations

Category Count

Absent Resource Limit 30
Absent securityContext 15
Activation of hostIPC 1
Activation of hostNetwork 7
Activation of hostPID 1
Capability misuse 10
Docker Socket Mounting 6
Escalated Privilege for Child Container Processes 2
Hard-coded Secret 29
Insecure HTTP 22
Privileged securityContext 10
Total 133

Table 12. Answer to RQ2: Occurrences, Configuration Density, Manifest Proportion, and Object Proportion

Occurrences Config. Density Manifest Prop. (%) Object Prop. (%)

Category GitLab GitHub GitLab GitHub GitLab GitHub GitLab GitHub

Absent Resource Limit 10 70 0.25 0.48 2.23 4.4 1.2 2.15
Absent securityContext 2 81 0.05 0.5 0.44 4.6 0.2 2.17
Activation of hostIPC 0 1 0.0 0.006 0.0 0.06 0.0 0.03
Activation of hostPID 0 5 0.0 0.03 0.0 0.3 0.0 3.69
Activation of hostNetwork 3 11 0.07 0.07 0.67 0.7 2.29 4.04
Capability Misuse 20 0 0.51 0.0 2.67 0.0 4.35 0.0
Docker Socket Mounting 1 3 0.02 0.02 0.22 0.19 1.2 0.19
Escalated Privileges for Child
Container Processes

0 3 0.0 0.02 0.0 0.19 0.0 1.18

Hard-coded Secret 108 111 2.75 0.7 2.22 2.7 0.72 12.4
Insecure HTTP 217 395 5.53 2.7 14.0 8.5 12.9 20.49
Privileged securityContext 9 1 0.23 0.006 2.00 0.06 1.8 0.02
Total 370 681 9.43 4.6 20.2 15.7 28.5 46.9

Correlation Between Maturity and Presence of Security Misconfigurations: From our Mann-
Whitney U test, we observe p-value = 0.94 and 0.43 respectively, for the GitHub and the GitLab
dataset. We cannot reject the null hypothesis, and conclude that maturity of Kubernetes manifests
as measured by age is not correlated with presence of security misconfigurations.

Correlation Between Development Factors and Presence of Security Misconfigurations:
We present the results of our logistic regression models in Tables 13 and Table 14 respectively,
for GitHub and GitLab. In both tables we report the co-efficient estimates, standard errors, p-
values, and deviance. For both datasets we observe size to be correlated with presence of security
misconfigurations.

For GitHub and GitLab McFadden R2 is respectively, 7.9 × 10−02 and 0.27. This indicates that even
though the model for GitLab is well-fitted, the model for GitHub does not fit well. A McFadden R2
value between 0.2 and 0.4 is a good indication of well-fitted model [102]. We also observe a VIF of
< 5 for all independent variables for both datasets indicating insignificant multi-colinearity to exist
between the independent variables.
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Based on our logistic regression analysis for both datasets we conclude size, as measured by
lines of code, to correlate with presence of security misconfigurations in Kubernetes manifests.
According to our logistic regression analysis for both datasets, the likelihood for including a security
misconfiguration is higher for Kubernetes manifests that are larger in size.

Table 13. Logistic Regression Results for GitHub Dataset

Metric Coeff. Estimate Error p-value Deviance

(Intercept) -4.9 0.37
IsDeployed 0.01 0.10 0.90 0.01
Size 0.60 0.05 < 2 × 10−16 203.6
Age -0.02 0.04 0.59 0.21
Commits -0.12 0.15 0.41 0.03
Developers 0.21 0.50 0.67 12.9
Minor Contributors 1.37 0.57 0.017 5.84

Table 14. Logistic Regression Results for GitLab Dataset

Metric Coeff. Estimate Error p-value Deviance

(Intercept) -5.86 1.07
IsDeployed -0.03 0.19 0.87 0.001
Size 1.33 0.12 < 2 × 10−16 228.8
Age -0.24 0.05 0.02 16.1
Commits 0.34 0.26 0.19 0.71
Developers -1.26 1.53 0.41 1.37
Minor Contributors 0.32 1.75 0.85 0.03

Answer to RQ2: From our empirical study we identify 1,051 instances of security misconfigura-

tions that affect 13.9% of total 4,707 Kubernetes objects. According to our logistic regression

analysis, the likelihood for including a security misconfiguration is higher for Kubernetes

manifests that are larger in size.

4.2 Answer to RQ3: Kubernetes Objects Affected by Security Misconfigurations

We identify 6 categories of Kubernetes objects available in Kind manifests that are affected by
security misconfigurations. A mapping between the identified object category and the security
misconfiguration category is provided in Table 15. We describe each of these categories as follows:

Load Balancing forMeshes: The category includes objects that are used to perform load balancing
amesh of services.With Kubernetes, practitioners can implementmeshes, i.e., a collection of services
to be added and managed with observability in place. In our dataset we observe practitioners
using the Gateway object, which is provided by Istio to implement service meshes [40]. In the
case of service meshes to ensure service reliability, load balancers distribute traffic across multiple
services [88]. As shown in Listing 2, the Gateway object used for load balancing could be susceptible
to MITM attacks if insecure HTTP is used for traffic routing.

Pod Provisioning: This category includes objects that are used to create, scale, manage, and
delete all pods within a Kubernetes cluster. A pod is a set of one or multiple containers that share
the same storage, same network resources, and specification on how to run these containers [38].
While Kubernetes provides a rich collection of features to manage containers at scale, without the
detection and mitigation of security misconfigurations, these containers could provide malicious
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1 kind: Gateway
2 metadata:
3 name: cinema-gateway
4 namespace: default
5 spec:
6 selector:
7 istio: ingressgateway
8 servers:
9 - port:
10 number: 80
11 name: http
12 protocol: HTTP

Listing 2. An example of how insecure HTTP is used to provision an Isito Gateway object.

actors opportunities to conduct security attacks. In the example presented in Listing 3, all containers
that belong to nfs-server, will have a privileged securityContext, which may lead to container
breakouts [55].

1 kind: Pod
2 ...
3 spec:
4 containers:
5 - name: nfs-server
6 image: call518/oaas-nfs-server:1.0
7 securityContext:
8 privileged: true

Listing 3. Privileged securityContext is used to provision a pod using the Pod object.

Process Execution: This category includes objects that are used to execute a group of foreground
or background process within one or multiple pods. This category include two sub-categories: (i)
DaemonSet objects, i.e., Kubernetes objects that ensure required background processes are running
on all nodes without user intervention [38]; (ii) CronJob objects that are used to create Kubernetes
jobs on a repeated schedule. In Kubernetes, a job corresponds to the process that executes and
re-executes pods until a specified number of pods successfully terminate [38, 50].

In Listing 4 we provide an example, where we observe a DaemonSet to be provisionedwith activation
of hostNetwork. As described in Section 2.3, when a pod is configured with hostNetwork: true,
the applications running in such a pod can directly see the network interfaces of the host machine,
which in turn provides malicious users unauthorized visibility. Listing 5 shows how a cron process
with the CronJob object is used to curl content from an insecure HTTP connection.

Secret: This category includes objects that are used to store and manage secrets, such as usernames,
passwords, and private SSH keys. The purpose of the Secret object is to efficiently manage secrets
that are needed for authorization and authentication without introducing duplicates. In order to
secure secrets, Kubernetes stores Secrets-related data in a tmpfs, which are never written to
physical storage [38]. However, hard-coding secrets while provisioning Secret objects weakens
the security features provided by Kubernetes, as by default “Secrets are stored as unencrypted
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1 kind: DaemonSet
2 ...
3 spec:
4 serviceAccountName: filebeat
5 terminationGracePeriodSeconds: 30
6 hostNetwork: true

Listing 4. hostNetwork is used to provision a process for a pod with the DaemonSet object.

1 kind: CronJob
2 spec:
3 containers:
4 - name: cronjob
5 image: spotify/alpine:latest
6 imagePullPolicy: Always
7 command:
8 - curl
9 args:
10 - http://bootstorage-svc:5000/api/
11 bootstorage/deletelru

Listing 5. Insecure HTTP is used to provision a cron process for a pod with the CronJob object.

base64-encoded strings and can be retrieved by anyone with API access” [70]. Listing 6 shows a
hard-coded username and password to provision a Secret object.

1 kind: Secret
2 metadata:
3 name: mongodb-secret
4 type: Opaque
5 data:
6 username: dXNlcm5hbWU=
7 password: cGFzc3dvcmQ=

Listing 6. Hard-coded username and password provided for the Secret object.

Stateful Applications: This category includes objects that are used to provision stateful appli-
cations with StatefulSet. Characteristics of stateful applications include but are not limited to:
(i) requiring unique network identifiers, (ii) requiring persistent and stable storage, and (iii) up-
dating pods in an ordered and automated rolling manner [50]. Listing 7 shows use of privileged
securityContext and capability misuse to provision a set of stateful applications.

Traffic Routing: This category includes objects that are used to route service traffic in and out of
the Kubernetes cluster. Kubernetes provides a variety of objects that can be used to control how
service traffic will be routed within the Kubernetes cluster and outside of the cluster. Examples of
such objects include: Ingress, Egress, DestinationRule, and VirtualService. While setting up
the rules we observe practitioners to use insecure HTTP, which can expose all the traffic generated
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1 kind: StatefulSet
2 ...
3 spec:
4 containers:
5 - name: cinder
6 image: call518/oaas-newton
7 ...
8 securityContext:
9 privileged: true
10 capabilities:
11 add:
12 - CAP_SYS_ADMIN

Listing 7. CAP_SYS_ADMIN and over-privileged securityContext is used to provision a stateful application

with the StatefulSet object.

and managed by their Kubernetes clusters to be susceptible to MITM attacks. We provide an
example in Listing 8.

1 kind: DestinationRule
2 ...
3 spec:
4 host: istio-policy.istio-system.svc.cluster.local
5 trafficPolicy:
6 connectionPool:
7 http:

Listing 8. Insecure HTTP is used to provision routing of network traffic with the DestinationRule object.

Table 15. Mapping of Kubernetes Object Categories and Security Misconfiguration Categories

Kubernetes Object Misconfiguration

Load Balancing for
Meshes

Insecure HTTP

Secret Hard-coded secret
Stateful Applications Privileged securityContext, Activation of hostNetwork, Capability Misuse
Pod Absent securityContext, Absent Resource Limit, Activation of hostPID, Activation of

hostIPC, Activation of hostNetwork, Escalated Privileges for Child Container Processes,
Insecure HTTP

Process Execution Activation of hostPID, Activation of hostIPC, Activation of hostNetwork, Docker
Socket Mounting

Traffic Routing Insecure HTTP

Answer to RQ3: Six categories of Kubernetes objects are affected by security misconfigurations:

load balancing for meshes, secret, stateful applications, pods, process execution, and traffic

routing.
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4.3 Answer to RQ4: What are the practitioner perceptions of the identified security

misconfigurations?

We answer RQ4 by describing the responses obtained from bug reports (Section 4.3.1) and semi-
structured interviews (Section 4.3.2).

4.3.1 Answer to RQ4 - Bug Reports. In this section, we answer How do practitioners perceive

the identified security misconfigurations in Kubernetes manifests? As of September 15, 2022,
we obtain 10 responses to our bug reports for 242 instances with a response rate of 4.1%. Out of 10,
we observe practitioners agree with the reported 6 misconfiguration instances. The most agreed
upon category are: activation of hostIPC, activation of hostPID, and Docker socket mounting.
The least agreed upon category is insecure HTTP. A complete breakdown of reported practitioner
perception is provided in Figure 8. We have not obtained any responses for the following categories:
absent resource limit, absent securityContext, activation of hostNetwork, capability misuse,
escalated privileges for child container processes, and privileged securityContext.

In the case of insecure HTTP category, practitioners stated the following reasons on why they
disagreed. For one instance of insecure HTTP one practitioner mentioned that the identified
insecure HTTP instance is invalid as it is used internally “Thanks, but this is an internal call so

I’m not too worried.”. Another practitioner disagreed with an instance of insecure HTTP as the
practitioner assumed that the developedmanifest will used with cert-manager, and thus the reported
instance is invalid: “TLS is fully supported in podinfo [the manifest name] when using a service mesh”.
Another practitioner discarded an instance of insecure HTTP assuming the submitted bug report
was generated by a bot: “I know you are a bot”. In the case of a hard-coded secret, one practitioner
mentioned that these are default values stating “default values in k8s files”. The above-mentioned
statements from disagreeing practitioners also suggest lack of awareness, e.g., if another practitioner
comes across a manifest with a hard-coded secret, then that practitioner can perceive hard-coded
secrets to be acceptable [79].

Nuanced Perspectives of Insecure HTTP: Figure 8 shows practitioners to disagree mostly with
insecure HTTP. One possible explanation is that inherently traffic within pods can be protected
with TLS support. For example, Istio internally uses TLS for inter-service communication [88], and
therefore detected instances of insecure HTTP that are managed with Istio will not be perceived
positively by practitioners. Despite reported disagreements we advocate for the mitigation of
insecure HTTP instances as both local and remote sites that use HTTP can be insecure [7].

Our response rate is low, which can be attributed to a lack of monetary incentives [76, 94], practi-
tioners’ negative biases for static analysis alerts [42, 78, 79] as well as for submitted bug reports
related to security static analysis alerts [79]. Survey response rate in cybersecurity and software
engineering research can respectively, be as low as 3% [66] and 6% [94]. Wemitigate the limitation of
low response rate for bug reports by conducting semi-structured interviews that we have discussed
in the next section.

4.3.2 Answer to RQ4 - Interviews. From our semi-structured interviewwe observe all 9 practitioners
to find SLI-KUBE useful for detecting security misconfigurations in Kubernetes manifests. In
Table 16 we report their responses along with their reported experience in working with Kubernetes.
As shown in the ‘Usefulness of SLI-KUBE’ column in Table 16, all practitioners agreed that security
misconfiguration categories detected by SLI-KUBE are valid, and useful to secure the Kubernetes-
based installations. For example, I8 said “Some DevOps folks don’t care about security so tools like

this [SLI-KUBE] are helpful as these tools can automatically find security issues”. I8 further added
“Before this [SLI-KUBE] I didn’t know we should scan insecure http. Now I understand the importance
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Fig. 8. Answer to RQ4: Practitioner perception of identified security misconfigurations

of checking insecure HTTP”. Similar positive enthusiasm was expressed by I7 who said “In general it

[SLI-KUBE] looks super cool. Good work. I am a Kubernetes developer myself and I see the beauty of

it”.

From the response of the second question we obtain the following activities to transition SLI-KUBE
to practice:

• CI pipeline integration: Multiple interviewees (I3, I6, I7, I8, I9) suggested SLI-KUBE’s seamless
integration in a continuous integration (CI) pipeline as one possible improvement. Currently
SLI-KUBE runs as a Python application. With integration in a CI-based pipeline, such as in
Jenkins, a practitioner may find SLI-KUBE more useful. According to I8, “I will be happy if this

tool can be easily integrated into CI systems, such as Jenkins”. I7 stated “For what I have seen people

do not run static analysis tools on their own local machines because people are lazy. The way it is

100% sure that people will use is in the CI”. I3 further added, “We can easily integrate this tool in

QA and staging. If you have something like the scripts then we can add the tool to our CI pipeline”.

• Kubernetes integration: Our interviewees (I1, I2, I5) also suggested the integration of SLI-KUBE
inside Kubernetes itself. I1 observed that SLI-KUBE will be better utilized if the tool is already
available as part of Kubernetes. Whenever a manifest is executed Kubernetes will check if any of
the 11 security misconfiguration categories appear. I1’s views were echoed by I2 who suggested
two other alternatives on how to integrate SLI-KUBE into Kubernetes. One option is admissions
controller that uses the Kubernetes API. An admission controller is a program that intercepts
requests to the Kubernetes API server before making a Kubernetes object persistent [59]. I5
discussed how containers can be leveraged for Kubernetes-based integration: “What you could

also do if you would be able to put the checking tool [SLI-KUBE] in a container and access the tool

via Kubernetes API. Many etcd tools work like that. So there are ways to enhance it [SLI-KUBE]

without changing the tools too much”.

• Severity-based prioritization: Interviewees (I4, I5, I6, I8) recommended severity-based prioriti-
zation for SLI-KUBE so that it not only reports the occurrences of security misconfigurations but
also prioritizes these occurrences based on severity. I8 stated “All the categories are important,

but if the users can understand the priorities then that would be good”. Interviewees also provided
hints on what are the highly severe misconfiguration categories that deserve prioritization. For
example, according to I5 the highly severe misconfiguration categories are: capability misuse, ac-
tivation of hostNetwork, activation of host IPC, and Docker socket mounting. I6 identified the
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Table 16. Interviewee Profile

ID Experience

(Years)

Job Title Duration (Minutes) Usefulness

I1 2 Consultant 28.2 YES
I2 7 SRE 33.0 YES
I3 3 SRE 30.3 YES
I4 5 SRE 38.5 YES
I5 4 Developer 30.2 YES
I6 2 Developer 36.4 YES
I7 2 Developer 26.3 YES
I8 3 SRE 26.4 YES
I9 1 Developer 9.1 YES

following as highly severe misconfiguration categories: escalated privileges for child container
processes, privileged securityContext, and hard-coded secret.

• Flexibility for users: Currently, to use SLI-KUBE a user needs to provide a directory of Ku-
bernetes manifests, which is later analyzed to identify occurrences of all 11 categories security
misconfigurations. This could be limiting as pointed out by multiple interviewees (I2, I4, I9). I2
stated “Different companies want different things, allowing their people to run their own checks.

Having the flexibility to control what checks to run is beneficial”. I2 hinted at the use of policy
languages, such as Cue 1 and Rego 2. I4 suggested SLI-KUBE to also consider Kubernetes objects
that have already been provisioned: “I believe it would be useful if it [SLI-KUBE] would also work
on existing Kubernetes objects. A cluster’s configuration can be different from the configurations of

Kubernetes manifests. I don’t believe this would be an issue as you can get YAML files from running

Kubernetes installations. I guess you would have to connect from the script with the cluster and then

you may have to use ‘kubeconfig’ from the local environment”.

Answer to RQ4: From our semi-structured interviews, we observe all interviewed practitioners

to find SLI-KUBE to be useful in identifying security misconfigurations. For our submitted

bug report, we observe a 60% agreement for the 10 security misconfigurations for which we

obtained responses.

5 DISCUSSION

We discuss the implications of our findings in this section:

5.1 Kubernetes Objects Affected by Security Misconfigurations

According toMartin andHausenblas [55], in order to facilitate ‘vanilla’ deployments for a wide range
of users, “Kubernetes has been designed to be historically with minimum security features”. Hence,
practitioners should be aware of the security misconfigurations, and how these misconfigurations
can be detected and mitigated while developing Kubernetes manifests. Yet, our empirical study
shows that practitioners include security misconfigurations, >= 15.7% of the manifests include at
least one security misconfiguration. These misconfigurations impact the Kubernetes objects that are
pivotal to provision Kubernetes clusters, such as objects used in load balancing, and objects used for
stateful applications. Given the fact that Kubernetes is being used to provision applications in a wide

1https://cuelang.org/docs/integrations/k8s/
2https://www.kubermatic.com/blog/opa-rego-in-a-nutshell/
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range of domains, such as forecasting [93], smart grids [65], edge computing [92] [101], electronic
vehicles [43], machine learning [17], and high performance computing [54, 62], unmitigated security
misconfigurations leave these provisioned software application open to attacks frommalicious users.
As organizations rely on Kubernetes to automate their software supply chain [14], unmitigated
security weaknesses in Kubernetes manifests can lead to security attacks against Kubernetes-based
software supply chain.

5.2 Implications for Practitioners

Our findings show that security misconfigurations in Kubernetes manifests are quite prevalent. For
the GitHub and GitLab dataset the proportion of Kubernetes manifests is respectively 15.7% and
20.2%. We recommend the following practices in this regard:

5.2.1 Application of Security Static Analysis. We recommend practitioners to use static analysis to
identify security misconfigurations in Kubernetes manifests. Practitioners can use our tool SLI-
KUBE to identify the 11 categories of security misconfigurations. We also advocate the scanning to
be conducted before being pushed to a repository, otherwise, misconfigurations related to objects,
such as Secrets will be uploaded to the repositories.

5.2.2 Mitigation Strategies. While static analysis can detect security misconfigurations, further
efforts are needed to mitigate the detect instances. To that end, we suggest the following recom-
mendations to remove security misconfigurations:

Absent securityContext: With the securityContext configurations, adequate access control
should be applied for all containers that are managed by a pod.

Absent Resource Limit: With configurations, such as cpu, memory, request, and limit, all provi-
sioned containers’ CPU and memory should be bounded.

Activation of hostIPC: Practitioners should use a PodSecurityPolicy that ensures hostIPC is set
to false for all pods.

Activation of hostPID: Practitioners should use a PodSecurityPolicy that ensures hostPID is set
to false for all pods.

Activation of hostNetwork: Instead of using hostNetwork: true for gaining access to the host
network, practitioners can use docker run –user from the Kubernetes console [3].

Capability Misuse : Instead of using CAP_SYS_ADMIN and CAP_SYS_MODULE with no restrictions,
practitioners should apply the principle of least privilege to allow certain containers with limited
Linux capabilities. Practitioners are encouraged to leverage configurations, such as –cap-drop and
–cap-add to limit which containers have what capabilities.

Docker Socket Mounting: Practitioners should avoid the exposure of Docker daemon socket via
/var/run/docker.sock. In the case, the use of the Docker daemon socket is necessary, the socket
should be used in read-only fashion in a secured manner using either a HTTPS-based encrypted
socket or a secure web proxy [26, 71].

Escalated Privileges for Child Container Processes: To configure pods, allowPrivilegeEscalation
should always be set to false.

Hard-coded Secret: Practitioners should use secret management tools, such as Hashicorp Vault [34]
and Bitnami Sealed Secrets [8, 84] with the recommended secret management practices [75].
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Insecure HTTP : For traffic routing TLS/SSL should always be enabled for HTTP. Kubernetes provides
the certificates.k8s.io API, which allows for TLS support where TLS certificates are managed
by a Certificate Authority [50].

Privileged securityContext : The privileged configuration for securityContext should re-
main false. In the case a container needs certain capabilities, practitioners can use Kubernetes
capabilities 3.

5.2.3 Affected Kubernetes Objects. Objects are pivotal for orchestrating containers with Kubernetes.
Objects specified in manifests tell Kubernetes what is the desired state that the orchestrated
containers need to be. By characterizing the objects that are affected by security misconfigurations
we gain an understanding what types of computing infrastructure are being impacted. For example,
from Table 15 we observe security misconfigurations to affect pods that are used to manage
containers. Answer to RQ3 show that critical computing infrastructure are impacted security
misconfigurations, and thus needs to be mitigated with secure development of Kubernetes manifests.
Table 15 shows that securitymisconfigurations detected by SLI-KUBE are used by Kubernetes objects
used to manage critical container-based infrastructure, which could be helpful for practitioners to
be more aware of security misconfigurations in Kubernetes manifests.

5.3 Implications for Researchers

We describe the implications for researchers in the following subsections:

5.3.1 Opportunities for Future Research. One contribution of our empirical study is the develop-
ment of SLI-KUBE, which could be of interest to researchers for future work. With SLI-KUBE,
researchers can investigate if combinations of the security misconfigurations can lead to novel
attacks. Researchers can investigate to what extent existing vulnerability repair techniques can be
applied to repair Kubernetes-related security misconfigurations, and what other novel techniques
need to be proposed and evaluated. Results presented in Tables 13 and 14 provide an opportu-
nity for researchers to understand and characterize the presence of security misconfigurations by
considering socio-technical factors unique to Kubernetes development.

5.3.2 Benchmark-related Implications. Any emerging domain benefits from empirical benchmarks
to facilitate further research and transition research to practice [28]. Our empirical findings stated in
Section 4 will directly contribute in establishing empirical benchmarks for Kubernetes security. In
particular, our paper is the first to show the frequency of security misconfigurations in Kubernetes
manifests through systematic mining of software repositories. Future research can investigate
to what extent the frequency of identified security misconfigurations are generalizable for other
datasets obtained from proprietary domains. Furthermore, SLI-KUBE can also be used as part
of developing empirical benchmarks that can further advance the science of Kubernetes-based
container orchestration.

5.3.3 Transition to Practice. While SLI-KUBE has shown promise in detecting security misconfigu-
rations, further research and development efforts need to be pursued to transition SLI-KUBE from
a research tool to a practitioner tool, which can be easily integrated into mainstream IDEs, such as
Visual Studio Code. Accomplishing the following activities might be of interest to researchers and
practitioners for transitioning SLI-KUBE to practice:

3https://jamesdefabia.github.io/docs/user-guide/containers/
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• Expand the derived taxonomy presented in Section 2.3 by including more security misconfigura-
tion categories and more container orchestration tools. Replicating our methodology presented
in Section 2.2 could be a starting point to accomplish this activity.

• Reduce false positives through generation of novel techniques. Empirical evidence presented in
Section 3.1 shows that SLI-KUBE as well as Snyk are prone to generating false positives. Therefore,
further research is needed to reduce false positives in detecting security misconfigurations.

• Generate repairs of security misconfigurations so that detected misconfigurations are mitigated
effectively.

• Transition SLI-KUBE for practitioner use by executing recommendations listed in Section 4.3.2:

– Integrate SLI-KUBE to CI pipelines;

– Integrate SLI-KUBE to Kubernetes internally;

– Prioritize misconfiguration categories reported by SLI-KUBE; and

– Provide flexibility for SLI-KUBE users.

6 RELATEDWORK

Our paper is closely related to existing research in Kubernetes, which remains an under-explored
area. Casalicchio et al. [16] analyzed 97 academic publications, and concluded security area to
be an under-explored research domain for Kubernetes. To address this gap, researchers have
conducted empirical studies: e.g., Shamim et al. [91] conducted a grey literature review using a
qualitative analysis of 103 Internet artifacts and derived 11 security best practices for configuring
and managing Kubernetes cluster. As another example, Bose et al. [9] identified the presence of
security defect-related commits in Kubernetes OSS repositories. While these studies are a good
starting point, we observe a lack of research related to empirical studies in the area of Kubernetes
security misconfigurations.

Our paper is also closely related with empirical studies focused on secure software development,
which is becoming commonplace [27, 30, 32, 39, 57, 78, 79, 105]. Meng et al. [57] have investigated the
prevalence of insecure coding practices in Java by observing accepted answers in StackOverflow.
Islam et al. [39] identified coding anti-patterns with security implications for enterprise Java
applications. Ghafari et al.[32], Gadient et al. [30], and Rahkema et al. [73] in separate studies
quantified the presence of vulnerable code in software ecosystems, such as Android [30, 32] and
Swift [73]. In the domain of infrastructure as code (IaC), Rahman et al. [78] applied static analysis
to quantify frequency of security weaknesses in Ansible [79], Chef [79], and Puppet scripts [78].
However, techniques that apply for IaC scripts, such as Ansible, Chef, and Puppet scripts are
not applicable for Kubernetes manifests, as the syntax and semantics of Kubernetes manifests is
different to that of IaC scripts [59].

The aforementioned discussions demonstrates a lack of empirical research in the area of Kubernetes
security misconfigurations, which we address in our paper.

7 THREATS TO VALIDITY

We discuss the limitations of our paper as follows:

Conclusion Validity: Our derivation of security misconfiguration categories used in Section 2 are
limited to the dataset provided by Bose et al. [9]. We mitigate this limitation by allocating raters with
experience in Kubernetes who inspect each of the 1,796 Kubernetes manifests. Furthermore, we
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characterize the 92 repositories used for our empirical study as ‘open-source software’, which may
give the impression that these are well-curated software projects whose software is open-source.
However, our repositories might not be reflective of such well-curated projects. We mitigate this
limitation by adding another criterion, where the first author manually inspects any available
README files and descriptions of obtained GitHub and GitLab projects.

Our criterion to determine the deployment-ability can include repositories that are used for other
experimental goals, such as staging [82] and not necessarily deploying an application. We mitigate
this limitation through manual inspection of the README files of each repository.

SLI-KUBE may generate false negatives and false positives when applied on other datasets. Such
limitation can bias the results presented for RQ2 in Section 4.1. We mitigate this limitation by
evaluating SLI-KUBE using an oracle dataset as discussed in Section 3.1.2.

The Kubernetes objects reported in Section 4.2 are limited to the datasets mined from GitHub and
GitLab. If the same methodology is applied for other datasets collected from proprietary domains,
additional categories of Kubernetes objects could be obtained, which are not reported in Section 4.2.
Furthermore, we have not differentiated between objects that are native to Kubernetes and that
come from third party controllers.

Construct Validity: SLI-KUBE is a static analysis tool that applies def-use chain analysis to identify
a security misconfiguration. SLI-KUBE does not leverage mesh-related semantics, and as a result
may detect instances of insecure HTTP that are irrelevant. Furthermore, our use of Kind manifests
also include Istio manifests that are used for service meshes, which might yield objects unique to
Istio, and impact the results of RQ3. We mitigate this limitation by generating categories of affected
objects with open coding. We acknowledge that our criteria are not comprehensive and can miss
the additional curation that we could have obtained using the criterion of a license file.

Our bug report response is low, which can be limiting to conclude the usefulness of SLI-KUBE
for practitioners. We mitigate this limitation by conducting semi-structured interviews with 9
practitioners. All practitioners agreed that SLI-KUBE is useful to detect security misconfigurations
in Kubernetes manifests.

External Validity: Our datasets are constructed by mining OSS projects. Our findings may not gener-
alize for proprietary datasets. Furthermore, our empirical study is susceptible to the limitation that
we cannot claim the repositories used are reflective of production Kubernetes-based deployments,
and therefore, our findings may not generalize to Kubernetes manifests used for production in IT
organizations.

Internal Validity: While constructing the oracle dataset the rater may have expectations on the
outcomes that could potentially impact the closed coding process. We mitigate the limitation by
using a rater who is not an author of this paper.

8 CONCLUSION

Kubernetes has become the go-to tool to implement the practice of automated container orchestra-
tion. While Kubernetes has yielded benefits for IT organizations, security misconfigurations can
make Kubernetes-based software deployments susceptible to security attacks. To aid practitioners
in securing their Kubernetes clusters we have conducted an empirical study with 2,039 Kubernetes
manifests. We identify 11 categories of security misconfigurations for Kubernetes manifests, which
can be used to conduct security-focused code review for Kubernetes manifests. Using SLI-KUBE we
identify 1,051 instances of security misconfigurations in 2,039 Kubernetes manifests. We observe 6
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categories of Kubernetes objects affected by security misconfigurations, which include Kubernetes
objects used to provision pods and traffic routing. We also observe that practitioners agree with
60% of 10 reported instances of security misconfigurations.

Based on our findings, we recommend the application of security-focused code review and static
analysis to identify security misconfigurations, so that unmitigated misconfigurations are not
leveraged by the malicious users to conduct Kubernetes-related security breaches. Our derived
taxonomy—that includes 11 categories of security misconfigurations—can be useful for practitioners
to identify configurations that have security implications. Also, with SLI-KUBE, practitioners can
also identify where security misconfigurations are located, and what Kubernetes objects are affected.
In this manner, practitioners will obtain further context about where a security misconfiguration
occurs, and how they are used to orchestrate containers with Kubernetes objects.

Our empirical study also lays the groundwork for further research in the domain of container
orchestration, e.g., systematic creation of benchmarks, generation and mitigation of novel attacks,
development of automated techniques that can repair security misconfigurations, and transition SLI-
KUBE to practice. Results of RQ2 showcases the variation in frequency of security misconfiguration
categories, which can further be explored and replicated for proprietary datasets. We hope our
empirical study will advance the science of secure container orchestration.
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